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Introduction

 Calculate applications end-to-end response time

 Derive task chains for end-to-end paths

 Develop integrated response time analysis approach

 Optimize the latency of the different task-chains

 Our scope: Minimize the end-to-end response time
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Source: Waters 2019 Challenge [1]
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Data consistency
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(a) Localization overwrites Lidar_Grabber

(b) Lidar_Grabber overwrites Localization

(c) Deterministic behaviour
 Higher memory consumption

 Increased latency compared to e.g. semaphore usage

 Correct behaviour can be realied at the cost of higher latency by an e.g. pipeline fashioned 
approach
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Data Propagation Paths

 All critical paths from sensor tasks to actuator tasks
 Lidar_Grabber  Loc  EKF  Planner  DASM

 CAN  Loc  EKF  Planner  DASM

 SFM  Planner  DASM

 Lane_detection  Planner  DASM

 Detection  Planner  DASM
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Source: Waters 2019 Challenge [1]
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Analysis
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 Implicit communication
 End-to-end response time can be optimized

 E2E-RT by Kloda et al. [2]

 LET communication
 Deterministic behaviour

 Own implementation extending [2]
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Analysis
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 Different scheduling strategies
 Fixed priority preemptive (FPP) 

scheduling on CPUs

 Weighted round-robin (WRR) 
scheduling on GPUs

 Task suspension

 FPP: Palencia et al. [3]

 WRR: Racu et al. [4]
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Analysis – Task Model

 Tasks are described in terms of transactions, with:
(Sub-Tasks (Runnables), Period, Priority)

 Sub-Task on CPU, with:
(Execution Time, Offset, Jitter)

 Sub-Task on GPU, with:
(Execution Time, Offset, Jitter, Time-Slice)
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Analysis – Data transfer times

 Number of label accesses

 Memory access times

 Total work for a sub-task
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Best Worst

A57 20 ns 220 ns

Denver 8 ns 38 ns

GPU 3 ns 6 ns

 Sub-task‘s best case
response time

 Task‘s worst case
response time
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Analysis
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 Integration of both approaches as 
iterative strategy

 Update the offset of the 
successor, set it to the best case 
response time of its predecessor

𝑂𝑖𝑗 = 𝑅𝑖𝑗−1
+

 Update the jitter, set it to the 
difference between worst case 
response time and offset (BCRT)

𝐽𝑖𝑗 = 𝑅𝑖𝑗−1
− − 𝑅𝑖𝑗−1

+
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Optimization

 Genetic Algorithm Implementation based on Jenetics (Java)

 Already integrated into App4MC (OpenMapping)

 Degrees of freedom (DoF)

 Allocation (Task to Processing Unit)

 Allocation (Offloadable sub-task to Processing Unit)

 Time Slice (Sub-Task on GPU only)
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Integrated Analysis and Optimization Results
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 Similar end-to-end latency for LET 
and implicit communication

 Response times close to the task‘s 
period

 Runtime: 287 seconds

 Reason: Audsleys priority 
assignment algorithm
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Conclusion and outlook

 Analysis of end-to-end response time of a given application following an implicit and LET
communication paradigm

 Accounting all mandatory delays:

 Data transfer time for copy engine (GPU <-> CPU)

 Data transfer time between CPU and shared main memory

 Synchronous and asynchronous offloading

 Application of given memory contention approach

 Response time analysis for coupled task sets scheduled on an heterogeneous architecture consisting 
of processing units with fixed priority preemptive (CPU) and weighted round robin (GPU) scheduling

 Minimization of the applications maximum end-to-end response time among all task chains for a 
implicit communication paradigm
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Conclusion and outlook

 Simplification of the model was required (transitive labels, planner task)

 Cooperative scheduling (FPFP optimistic assumption)

 Scalability

 Fully integrated approach

 Comparison with practical demonstration results
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Thank you for your attention

 Analysis of End-to-End latencies of a given application following an implicit
and LET communication paradigm

 Response time analysis for coupled task sets scheduled on an heterogeneous
architecture consisting of processing units with fixed priority preemptive
(CPU) and weighted round robin (GPU) scheduling

 Minimization of the applications maximum end-to-end response time
among all task chains for a implicit communication paradigm
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